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Abstract

A true application-specific Network-on-Chip (NoC) requires the exact
knowledge of the internal traffic behavior during the NoC is fully running
the target application. Therefore, an accurate traffic measuring method is
necessary. In this work, a simple but powerful traffic monitoring system is
presented for the accurate evaluation and refinement of an
application-specific NoC. The traffic monitoring system measures various
traffic parameters such as an end-to-end latency, a queuing buffer usage
and a congestion level. A NoC-based portable multimedia system as a
target system is implemented on multiple FPGAs to demonstrate the
effectiveness of the proposed traffic monitoring system. Using the traffic
monitoring system, the target system is diagnosed and refined in two
different topologies; mesh and star topologies. For the application-specific
NoC, three design refinement processes such as buffer size assignment,
network frequency selection, and run-time routing path modification are
performed in the target system. As a result of the refinement, 42% buffer
reduction and 28% latency reduction are obtained in the mesh-connected

application-specific NoC.



F= 75l

ALEFS



Table of Contents

CHAPTER 1 INTRODUCTION

1.1 Motivation 1
1.2 Advantage of Traffic Monitoring System 3
1.3 Outline of Thesis 4

CHAPTER 2 NoC Architecture and Protocol

2.1 On-chip Network Architecture 6

2.2 Packet Format 7

2.3 NoC Protocol 9
2.3.1 Multiple-Outstanding Addressing 9
2.3.2 Write with Acknowledge 11
2.3.3 Burst Operation 12

CHAPTER 3 NoC Traffic Monitoring System

3.1 Traffic Parameters for On-chip Network 14
3.2 S/W-controlled Traffic Monitoring System 15
3.3 Detailed Monitoring Method 17
3.4 NoC Evaluation Flow 19

CHAPTER 4 Application to Portable Multimedia System

i



4.1 Target System
4.2 Traffic Measurements and Diagnosis
4.3 NoC Design Refinement
4.3.1 Buffer Size Assignment
4.3.2 Network Frequency Selection
4.3.3 Run-time Routing Path Modification

4.4 Diagnosis and Refinement in Star topology

CHAPTER 5 FPGA Board Implementation

5.1 Overall System

CHAPTER 6 CONCLUSION

6.1 Conclusion

SUMMARY (in Korean)

REFERENCES

ACKNOWLEDGEMENT

Vii

23

25

28
28
31

32

35

37

41

42

43

45



List of Figures

1.1 NoC design parameters

1.2 Application-specific NoC Design Flow

2.1 Overall Architecture of OCN

2.2 Packet Format

2.3 Field-based Serialization

2.4 NoC Protocol for Three End-to-end Services

3.1 Measured Traffic Parameters

3.2 Proposed Traffic Monitoring System

3.3 Detailed Monitoring Method

3.4 Traffic Trace Format in Trace memory

3.5 NoC Evaluation Flow using a Traffic Monitoring System
4.1 Portable Multimedia System in Mesh topology

4.2 Latency Distribution, Average Latency and its Variation
4.3 (a) Backlog Distribution and (b) Output Conflict Status
4.4 Buffer Size Assignment Policy

4.5 Final Buffer Size Decision Process

4.6 Network Frequency Selection (a) w/o prority and (b) w/
priority

4.7 Candidate Routing Paths from TG1 to TR1

4.8 Hardware Implementation for Routing Path Modification

4.9 Dynamic Reconfiguration of Selected Routing Path

viii



4.10 Latency Comparison from TG1 to TR1

4.11 Portable Multimedia System in Star topology
4.12 Monitoring Results in Star topology

5.1 Overall System Block Diagram

5.2 Implemented NoC-based System on a FPGA Board



List of Tables

3.1 Timing Comparison between H/W Monitoring and Simulation
4.1 Measured Traffic Bandwidth

4.2 Buffer Size Assignment Results

5.1 Specification of Implemented System

5.2 Logic Elements Usage on FPGAs



CHAPTER 1

INTRODUCTION

1.1 Motivation

As the complexity of systems-on-chips (SoCs) increases together with the
interconnection issues of new IC technology generation, Networks on Chip (NoC) have
been proposed as a new on-chip communication architecture to overcome the
limitations of bus-based on chip interconnect [1-3]. Based on a packet-switching
fabric structure, the NoC provides sufficient bandwidth and scalability for high

performance SoCs.

Network
. topology O
IP mapping O
64_ 1o mr processing unit
= Switching 1m mr 4—|_’ (node)
5 scheme )
Protocol / .7 |§ \ Routing path switch
Packet format —— IO ¥ |OT o T[T quesing bufter
— %\]J mr
m

O 4 Buffer size

Fig. 1.1 NoC design parameters
NoC involves a complex design process such as a selection of a topology,
protocol, and buffer size. Suitable selection of such design parameters as shown in
Fig 1.1 is an integral part for the efficient design of an application specific NoC. For

this purpose, observation of NoC traffic is required because the suitable selection of
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design parameters is heavily affected by the on-chip traffic pattern. NoC design
parameter selection can be achieved by two different approaches: static and dynamic
method. As a static approach, [4] and [5] show the optimized NoC design by analytic
analysis under the assumption of theoretical traffic pattern such as a uniform and
Poisson distribution. However, this approach is not suitable for the design of a real
NoC-based system because the traffic pattern of the real system cannot be described
theoretically. On the contrary, a dynamic approach uses exact knowledge of NoC
traffic and is also classified into two groups: a simulation-based and emulation-based
approach. In a simulation-based approach, probing all nodes of NoC is possible,
therefore, the internal traffic can be observed accurately [6-7]. However, it is
unrealistic because it takes enormous time to obtain the details of the traffic with the
real application software. Some previous work presented a NoC emulation
environment implemented on a FPGA to evaluate various custom NoC solutions
within a very fast execution time [8]. However, in this work, NoC is considered as
a black box, thus, only end-to-end traffic pattern can be observed at the interfaces of
NoC. Moreover, the emulation platform is constructed using traffic generator and
receptor without real processing cores. As a result, a NoC traffic monitoring system
which can measure accurate and detailed internal traffic behavior quickly is essential
for application-specific NoC.

Recently, [9] presented the concepts of NoC monitoring service that offers
communication observability and can be configured at run-time. However, this
approach does not show detailed monitoring results about NoC traffic behavior,
therefore, a design refinement for application-specific NoC is impossible.

In this work, a NoC traffic monitoring system is presented to observe the internal
traffic behavior of NoC core. The monitoring system can get traffic information such as
end-to-end latency and queuing buffer utilization using traffic probe attached to NoC
components. In addition, the proposed monitoring system has very modular structure to be

instantiated for any NoC design blocks such as a network-interface (NI) and switches. 1
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prove the effectiveness of the traffic monitoring system via NoC-based portable multimedia
SoC implemented on multiple FPGAs. Through the analysis of the monitoring results, I can
estimate the potential bottleneck of the NoC and also refine the design by cutting the

overestimated NoC resources off. As a result, cost-efficient and higher-performance NoC

design is possible thanks to the traffic monitoring system.

1.2 Advantage of Traffic Monitoring System

A traffic monitoring system enables the design of highly-optimized
application-specific NoC because it: (a) evaluates and verifies the NoC accurately while the
NoC is running the target application, (b) supports the design parameter selection based on
a real traffic pattern, and (c) allows iterative design refinement processes by fast evaluation
speed.

Fig. 1.2 shows an application-specific NoC design flow. In existing classic NoC
design, design parameters such as topology, IP mapping, and routing are determined by
static analysis based on application requirements. On the contrary, the NoC with a traffic
monitoring system is able to tune the design parameter to a specific application more finely
due to the advantages described above. As a result, a true application-specific NoC is

generated with the help of the traffic monitoring system.

_13_
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Fig. 1.2 Application-specific NoC Design Flow

1.3 Thesis Organization

This work is organized as follows: In Chapter 2, the NoC architecture and protocol
are described. In Chapter 3, the proposed NoC traffic monitoring system is presented. In
Chapter 4, the usefulness of the traffic monitoring system is demonstrated with various
experimental results in a real NoC-based system. In Chapter 5, FPGA implementation is

explained. Finally, conclusion will be made in Chapter 6.
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CHAPTER 2

NoC Architecture and Protocol

2.1 On-chip Network Architecture

Fig. 2.1 shows the overall architecture of On-chip Network (OCN). OCN

consists of 5 kinds of components: Master Network Interface (MNI), Slave Network

Interface (SNI), Up_Sampler (UPS), Dn_Sampler (DNS), and Switch (SW). The MNI

connects a master to the OCN. Using the UPS and DNS, the OCN serializes and

deserializes packets.

Such an on-chip serialization reduces the area of OCN

significantly and lowers wiring complexity by reducing the number of link wires.

Instead, it uses its own high frequency clock to sustain bandwidth of the network

system. The non-blocking SW routes packets. The OCN has two separate networks,

forward and backward. The forward network deals with a path from MNI to SNI,

and the other a reverse path from SNI to MNIL

Master

I
i
2

i
H
H

A

ups | ™ DNS
N\, Forward SW / ’
S— Network '\Tl SE—
/_f_\‘ Backward
/ \_S*W_/' Network ™
DNS [ ereremmmeenes - | UPS

k\ 1'

Fig. 2.1 Overall architecture of OCN
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2.2 Packet Format

Fig 2.2 shows a packet format, which consists of a header, a timer and two
payloads. The header is used for end-to-end network interfaces (NIs) and switches. 8b
timing value is used as a time-stamp for traffic monitoring. The PL1 and PL2 carry
32b address and data.

The header supports various functionalities for packet transfer. A packet is
transferred to a destination through a fixed routing path according to RI field in the
header. An NI has an address map which defines a destination PU according to an
address, and the RI field is generated based on the address map. BL field contains a
burst length for burst transaction. 1-level packet priority and handshaking protocol are
supported for quality-of-service (QoS) control and reliable transport, respectively. The
packet header size is fixed to reduce latency and hardware complexity of header

parsing logic.

Data Payload?2
(32b) BL: Burstlength (1, 2, 4, 8)
W: Write/Read
IT: Interrupt indicator
Address Payload T: Test packet indicator

(32b) PE: Payload enable
AC: Acknowledge request

RI: Routing Information
BL [W[IT[T| PE [AC|  PR: Packet Priority

Header CC: Circuit Construction
_[PR ccl Ry RI(12b) Rv: Reserved
Timer Time (8b)

Fig. 2.2 Packet format

Whether packet length is fixed or variable affects complexity of packet parsing

logic and serialization method. In this work, field-based serialization (FBS) as shown
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in Fig.2.3 is used. In the FBS, which can be applied to fixed-length packet
serialization, dedicated link wires are assigned to each packet field. Advantages of
this scheme are as follows: 1. Packet parsing procedure is very simple, and 2.
bitwidth of a field can be easily increased with additional link wires. A disadvantage
of this scheme is that its link utilization is inefficient if some fields are disabled. For
example, if a packet carries the payload2 (PL2) as it is empty, the link<21:14>

remains idle but other packet transactions can not use the idle link wires.

4b

‘-
A
PL2
= 8b
(32b) = link<23:16>
| PL1 A 8b , )
== (33b) = link<15:8>
96b
Heéader: 6b , )
24b) link<7:2>
Timg (Bbi) 20 link<1:0>
A\

Fig. 2.3 Field-based serialization

2.3 NoC Protocol

Three special functions for end-to-end packet transaction are described.
Multiple-outstanding-addressing, write with acknowledge, and burst packet transfer are

defined to provide high-bandwidth energy-efficient, and reliable packet delivery.
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Detail description of each function follows below.

2.3.1 Multiple-Outstanding Addressing

Hold 'A’ until all the split read

NI

SW SW

transaction between 'B' complete /V
@ > B[ ]— B[ J—

NI
(a) MOA blocking for different destination access

Hold 'A’ until an acknowledge packet

et A
from 'B' arrives. Ko I " ANI

o £
© N

(b) Write with acknowledgement

NI

o
§

NI

N

ONORORONCNO

&/

A YN .
%7 cc=1 ce=1 &

el e[ J—

SW sw

Hold until all the first burst
B NI @G packets are passed by . NI

(c) Burst write packet transmittion

Fig. 2.4 NoC protocol with three end-to-end services

When a source PU issues a read command to a destination,
multiple-outstanding-addressing (MOA) enables additional issues of read commands
before the previous read transaction completes. The MOA scheme, which is
well-known technique in advanced Bus architectures [33], hides the latency of a
communication channel thus increases throughput. In order to use the MOA scheme,
however, packet ordering issue must be resolved. In this work, NI controls it as

shown in Fig. 2.4-(a): An NI inspects the destination of a read command packet, and
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if successive read command packets target the same destination, MOA is admitted.
Since the network provides a single fixed path for a single destination in this work,
packet sequence is not modified in the network. However, if the destinations of two
packets are different, their latency would be different so that the orders of packet
issue and arrival may not be the same. Therefore, if a following read command
packet targets a different destination, the NI holds the packet transmission of the
source thus the MOA is blocked. The NI holds the transmission until all the previous

packet transactions complete.

2.3.2 Write with Acknowledge

Since a network has a variable latency, a source PU does not know when its
write packet has arrived to the destination. In some applications, a PU must perform
certain operation after writing data thus it needs to know the timing the write packet
arrives at the destination. For example, let us think about the situation that a
microprocessor transfers data to a memory and issues a command packet to a
dedicated hardware unit to process the data in the memory. In this case, the
command packet should be transferred after the last data is delivered to the memory.
The acknowledge request (AC) field in the packet header shown in Fig. 2.2 is used
in such a situation. When the AC field is enabled, the destination NI returns an
acknowledge packet to inform to the source NI that the packet has arrived at the
destination. The source NI holds the packet transmission of the source PU when it
transmits a packet with AC, and resumes transmission when it receives the

acknowledge packet.

2.3.3 Burst operation

In order to support bulk data transfer for multimedia signal processing

applications, burst read and write packet transfer modes must be supported. In a burst
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read mode multiple sequential data are accessed using a single read address as a base
address and incrementing pre-defined offset which is 4 typically. In a burst write
mode multiple data are written in series with a single reference address and the
pre-defined increment offset. For the burst mode packet transfer, an issue is that the
flow of the series data must not be interrupted by other packet flow. The interruption
means violation of burst mode protocol.

In this work, burst packet flow is protected from interrupt by holding arbiter
operation. The CC header fields (See Fig. 2.2) of every packets except the last packet
of the burst packet flow are enabled. When the CC field is enabled, the arbiter of a
switch holds its grant output thus the output port assigned to the burst packet flow
are not switched to other inputs until the arrival of the last packet.

In a specific situation, a burst read flow does not need to be protected. If PUs
are categorized into master and slave groups, the burst read flow occurs only from
slaves to masters. And, a master is expected to receive packets that it has initiated.
In other words, when a master issues a burst read packet to a destination, packets
come only from the destination. This implies that even if the burst packet flow from
a slave to a master is interrupted by other flows, a master will receive burst data

sequentially.
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CHAPTER 3

NoC Traffic Monitoring System

3.1 Traffic parameters for On-chip Network

Three traffic parameters (1) an end-to-end latency of each transaction, (2) a backlog
in each queuing buffer and (3) output-conflict rate at each switch output port are traced at
runtime as the network performance indicators. (See Fig. 3.1) In addition, I can also
measure a dynamic statistics such as a communication bandwidth between integrated
Intellectual Properties (IPs), an evaluation time of the application and link/switch/buffer
utilization.

Firstly the end-to-end latency represents one of the most important performance
parameters of the NoC platform. The predictable and deterministic latency is a crucial
requirement for real-time applications and also for the simplicity of software programming.
Therefore, the latency and its variations should be carefully considered during the network
topology design and IP mapping process. The proposed latency monitoring system provides
the complete framework for the network optimization in the real application.

The second parameter is backlog i.e. the number of packets that are occupying an
input queuing buffer of a switch. The queuing buffers occupy the majority of the
on-chip-network and the amount of queuing buffers affects the network performance
especially when the network becomes congested. Therefore, the buffer capacity must be
determined as minimum without sacrificing network performance significantly. The
monitoring of the queuing buffer backlog helps designers to find the optimal buffer size

while the target application is running on the system.
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The last parameter is output conflict status on a switch output port. The rate of output
conflict represents the degree of traffic congestion on a specific path. By monitoring output
conflict status, I can identify frequently congested path and consequently the detouring path

between IP can be selected to reduce the traffic congestion at design-time or even run-time.

Master| 2-D GPU uP User LCD N
IPs (H.264) Interface Ctrl.
MNI MNI MNI MNI
T 5 = = =
- J l 1 1 2. Backlog
S >‘i H H
;? §3 ; T—] ,°° 3 O‘ — g ‘
= | ¥, 3.0utpu
uﬁﬁ; — v<_ conflll)ct —
- i — 5
k4 | -
NI NI NI NI_&f Network
Slave Flash Interface
IPs 3-D GPU SRAM Memory UART

Fig. 3.1 Measured Traffic parameters

3.2 S/W-controlled Traffic Monitoring System
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Fig. 3.2 Proposed Traffic Monitoring System

Fig. 3.2 shows the overall structure of the proposed traffic monitoring system. It
consists of three sub-systems: Host Interface, central controller and Traffic Monitoring
Units.

The Host Interface, a bridge between the central controller and a host PC, transfers
traffic monitoring results to the host PC via Ethernet. The central controller enables/disables
each monitoring unit based on the requested monitoring regional scope and time interval.

A monitor unit consists of a traffic probe, a traffic manager, and an on-chip memory.
A traffic probe module is connected to a switch or a network interface in order to trace the

real-time traffic parameters such as an end-to-end latency, a backlog and an output conflict
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rate on a switch. Then, the traffic manager stores the traces in its local trace memory after
attaching a time-stamp to each trace using a global timer connected to all monitor units.
During the operation of the specific application, all monitoring results are accumulated in
the corresponding local memory which is accessible by Host Interface's ARM via the
central controller. Since all the monitoring processes do not have any influence on the NoC
packet flow, non-intrusiveness probing is achieved.

The traffic monitoring system has modular architecture. Thus a monitor unit can be
attached to any NoC components, which is a design-time choice. In the following

subsection, I describe the detailed method for measuring the three traffic parameters.

3.3 Detailed Monitoring Method

Detailed monitoring method for three traffic parameters is shown in Fig. 3.3.

In order to measure end-to-end latency of an individual packet, 8-bit timing
information is added to the original packet format as shown in Fig. 3.2. (Therefore the
maximum measurable latency is 2% = 256-cycles) When a packet is injected into the
network from a master, the lower 8-bit of the timer value is recorded in a master network
interface (MNI) and the time-stamped packet is transferred to the slave IP. As a result, the
end-to-end latency can be measured by the difference between the stamped time on the
packet and the arrival time at slave network interface (SNI). The backlog, the number of
packets stored in a switch input buffer, can be also measured by the difference between the
FIFO read and write pointers. The output conflict status can be traced by detecting the

duplicated request signals on the same output port arbiter.
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Fig. 3.3 Detailed Monitoring Method

The measured traffic parameters are stored in a local trace memory as regular formats
shown in Fig. 3.4. To save the memory capacity, the trace parameters are recoded only
when their values are changed. Speaking of the end-to-end latency, the consecutive same
latencies are recoded only once with the number of the packets. The number of backlog of a
queuing buffer is recoded only when the queue length has a transition. In this format, the
maximum measurable number of input ports on a switch is five. When there is an output
conflict event in a switch, the corresponding bit out of 8-bits in the form is recoded as 1

while others are Os.

(1) End-to-end latency

| Latency Packet Count | Timestamp

31 24 23 16 15 0
(2) Backlog

| | Bacl.(log of' 5 inr;ut qu.eues | Timestamp

I * * 6 15 0
(3) Output conflict status

Output 5
| conflict fl Timestamp
31 24 23 16 15 0

Fig. 3.4 Traffic trace format in trace memory

In case of long-term tracing, it is difficult to store all of the measured traces in a local
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memory due to the limitation of on-chip memory capacity. For such a case, a traffic
statistics is calculated by accumulating and counting of incoming measured traffic data
without recording all the dynamic traces. As the traffic statistics, an average or variance of

latency, backlog and output conflict rate can be obtained.

3.4 NoC Evaluation Flow

For application-specific NoC, accurate NoC evaluation and verification is required.
Using a traffic monitoring system, the NoC evaluation is performed with concurrent H/'W

and S/W co-design flow as shown in Fig. 3.5.

Hw S/w

Define basic NaC
architecture

v

Define monitoring target
SW [ NI Write application code

¢ Addressable ‘

by a processor
&

Connect Monitor units to Program monitor unit

the target SW and NI " 4 enable time
Synthesize H/W platform ] [ Compile the code

Upload onto FPGA-based
platform

v

erformance e Final
figure Run & Extract statistics Repart

v

Define modifications for
next experiment

Fig. 3.5 NoC evaluation flow using a traffic monitoring system

In the H/W flow, the first phase is to define a basic NoC architecture by selection of

NoC design parameters such as topology, protocol, and buffer size. In a selected topology,
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IP-mapping is also performed in this phase. After that, the designer specifies which
switches and network interfaces are the targets of traffic monitoring and connects Monitor
Units in Fig.3.2 to the corresponding components. Finally, the NoC H/W platform with a
traffic monitoring system is configured and synthesized with the standard tool (Quartus)
provided by the FPGA supplier.

In the S/W flow, the first phase is to write application code of the final NoC-based
system. Then, the designer programs enable or disable time of each target monitor unit
which is addressable by Host Interface's ARM in the initialization section of the application
code. After that, the program code is compiled and binaries are generated by compiler tool
of RISC processor.

Finally, both the FPGA synthesis of the H/W platform and the compiled code of the
application are uploaded onto the FPGA-based platform through an Ethernet of Host
Interface. After the overall NoC platform is constructed, the system runs automatically
while traffic statistics are extracted and sent to the host PC. In case designer wants to
modify the executed application, no time-consuming H/W re-synthesis is required,
therefore, various applications can be tested in few minutes using the traffic monitoring

system.

Table. 3.1 Timing comparison between H/W monitoring and simulation

Application Small Full
Mode application application
H/W Monitoring 3.3sec 10.8sec
. . . . 136hour
Simulation (Verilog-XL) 41hour 52min (Estimated)

* Small application : Simple loop program

Full application : 3D graphics application program

Timing comparison results between H/W monitoring and simulation approaches are

shown in Table 3.1. The NoC evaluation time by the H/W monitoring is about 45,000 times
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faster compared to the cycle-accurate simulator. Therefore, the H/'W monitoring framework
is essential to evaluate a variety of NoC solutions for the target application on a real

NoC-based system.
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CHAPTER 4
Application to Portable Multimedia

System

4.1 Target System

* LCDC: LCD controller

D Master D Slave * HD: H.264 Decoder
(TG)
TG1 HD* TG2
12MHz 0 1 12MHz 0 \ 12MHz 0
port #-, S0 7151 7152
2 2 2
RISC SRAM LCDC*
SMHz o |1 12MHZO 2 5MHz 2
Clk freq. S3 2 1 S4 3 1 S5
3
3D-GP TR1 TR2
6MHz ol 12MHZO 2 12MHz ol2
S6[3 1873 7158

Network Clk 20MHz

Fig. 4.1 Portable Multimedia System in Mesh topology

A portable multimedia system is implemented to demonstrate the effectiveness
of the proposed traffic monitoring system. The implemented system includes various
IPs; five masters (RISC CPU, LCD controller, H.264 decoder, and two traffic
generators (TG)) and four slaves (3-D graphics processor [10], SRAM, and two

traffic receptors (TR)) as shown in Fig. 4.1.
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Table 4.1 Traffic flows of the target system

Guaranteed Throughput (GT) traffic

Master | Slave Required bandwidth

RISC | SRAM 52Mbps
RISC | 3D G.P 65Mbps
T0Mbps (Decoding)
HD SRAM 128Mbps (Frame Writing)
LCDC | SRAM 52Mbps

Best effort (BE) traffic

Master | Slave Traffic characteristic

TG1 TR1 Uniform (Offered load 0.4)

TG2 SRAM Burst (length 4)

The H.264 decoder (HD) is replaced with a traffic generator since the H.264 IP
needs too huge logic-element resources to be implemented on FPGA board. However,
the traffic generator produces the real traces assuming that it decodes CIF (352*288)
H.264 baseline profile at level 2 with 30frames/sec. The SRAM is used as a display
frame buffer for HD and the 3-D graphics processor (3D-GP). The LCD controller
directly reads the frame data from the SRAM with burst operation (burst-length = 8)
continuously. This transaction has a hard real-time requirement to keep the display
frame rate (30frames/sec). Two TGs generate uniform traffic with offered load of 0.4
and burst packets with burst length of 4. Table 4.1 shows two different kinds of
traffic flows in this application: four guaranteed throughput (GT) traffics for meeting
the application requirements and two best effort (BE) traffics emulating other
applications in the portable multimedia system.

The operation of this system is as follows. The 3D-GP is initialized by the
RISC and then its instructions are fetched from the SRAM. After the rendering

calculation of the 3D-GP, 3-D scenes are stored in the SRAM. All of the
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transactions between the 3D-GP and the SRAM are conducted by the RISC because
the 3D-GP is designed as a slave IP.

Meanwhile, HD decodes encoded video stream which is already downloaded in
the internal memory. During the decoding process, the HD accesses the frame data in
the SRAM with the bandwidth of 10Mbps. After the decoding process is completed,
the HD writes the decoded 2-D scenes into the SRAM frame memory with 128Mbps
bandwidth.

The LCD controller continuously reads the SRAM frame memory and displays
the 3D scenes on a LCD screen.

In the following subsections, evaluation and refinement process of the portable
multimedia system is performed based on traffic monitoring results with two different

topologies; a mesh and a star topology.

4.2 Traffic Measurements and Diagnosis

Table 4.2 shows the overall traffic bandwidth measured by the traffic
monitoring system. Fig.4.2 shows latency distribution of three selected flows. The
first two traffic flows (HD — SRAM and TGl — TRI1) experience quite large
latency and also its large variations. After the decoding process of the HD, the traffic
from the HD to the SRAM increases abruptly. Thus the flow from the TGl to the
TRI1 is also affected seriously because the two flows are sharing a link between SW1
and SW4. Meanwhile, the third traffic flow from the 3D-GP to the RISC shows
smaller and more constant latency since the flow shares the network resource with no
one.

Table. 4.2 Measured Traffic Bandwidth

Master Slave M — S S —>M
RISC SRAM 0.52Mpkt/s 0.21Mpkt/s
RISC 3D G.P 0.67Mpkt/s 0.69Mpkt/s
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HD SRAM 1.92Mpkt/s 0.31Mpkt/s

LCD Ctrl SRAM 1.35Mpkt/s 1.74Mpkt/s

(pkt/s = packet/sec)

Fig. 4.3(a) shows the backlog distribution on the three input queuing buffers.
Bursty traffics from the HD and the LCD controller to the SRAM cause the

SW4-port N queue to be in the full state. On the contrary, the backlog of SW3-port

S queue is almost 0 or 1.
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Fig. 4.2 Latency Distribution, Average Latency and its Variation

Fig. 4.3(b) presents the output conflict counts/1,000-cycles on the congested
links at SW1 and SW4. After the decoding process is completed in the HD, the
output conflict on the shared link increases rapidly (from the 25,000th cycle) and

remains as highly congested around 90-conflicts/1,000-cycle.

_32_



0.6 [ SW4 North SW1 South ——
— ] SW4 East 100 SW5 West —=—
0.5 -
[ sw3 South 2
2 13
= 04 o
e o
© -
03 2
2
a 3
0.2 0.18 5
*
0.1
0.1 0.06
0 0 1 2 3 4 10000 20000 30000 40000 50000
Backlog Time (cycle)

(a) (b)

Fig. 4.3 (a) Backlog Distribution and (b) Output Conflict Status

4.3 NoC Design Refinement

In this section, the portable multimedia system is refined in three ways based
on traffic monitoring results described above. In the following subsections, three

design refinement processes will be presented in detail.

4.3.1 Buffer Size Assignment

The input queuing buffers in a switch take a significant portion of the chip area
of the NoC, thus, their size should be minimized without significant performance
degradation. The initial NoC design has all input buffers of 4-packet capacity
uniformly. Although the uniform choice of the input buffer size is straightforward and
widely used in current NoC designs, it may lead to excessive use of silicon area or
poor performance. Based on the backlog monitoring results, the minimum buffer
capacity of each input queue can be decided by a heuristic algorithm as shown in
Fig. 4.4.

Given uniform buffer configuration, buffer size is initially assigned to the
backlog value such that P(IB) is the maximum. That means the initial buffer is
assigned to the necessary minimum size. In the next step, the buffer which has the

largest P(F) is selected as the bottleneck buffer and the buffer size increase by one
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packet. The above procedure is repeated until execution time of total application

reaches that of uniform buffer configuration as shown in Fig. 4.5.

AllIBS=5 CUnifom\ buffer configuratioa

Terminology

BS = Max{P(IB)}

Initial buffer assignment

BS : Buffer Size

IB : Input buffer Backlog

A 4

_Pl Traffic monitoring

P(IB) : Probability of IB
P(F) : Probability of IB

being full
Y @ N
A 4 h 4
Find the largest Final
P(F) buffer buffer size
Increase
buffer size

Fig. 4.4 Buffer Size Assignment Policy

18¢ Execution time at uniform
- buffer configuration
L 16}
g
= 14} Final buffer
S 121 Required size
'-5 . Spec. .
o 101
w Sy,

0 Y Y Y Y Y Y Y 2
48 58 67 76 86 |§|1oo 110

Fig.

Total buffer size

4.5 Final Buffer Size Decision Process

Execution time of total application is used as an overall performance metric

which is affected by queuing buffer size. If insufficient buffer size is assigned for

target application, the probability of queuing buffer being full increases. As a result,
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total execution time increases because 1b back-pressure flow control suppresses
packet transmission when the queuing buffer is full.

Table 4.3 shows the buffer size assignment results. Buffer size of the congested
link (SW4 port E) is increased while size of other buffers was reduced or remained
the same. After the buffer size assignment, 42% total buffer size is reduced compared

to the uniform buffer assignment.

Table. 4.3 Buffer Size Assignment Results

Port
P E W N S Total Buffer Reduction
SW

SWo0 3 2 1 I5 = 6 60%
SW1 4 2 4 4 20 — 12 40%
SwW2 4 2 4 15 — 10 33%
SW3 4 3 2 3 20 — 12 40%
SwW4 4 5 3 5 2 25 = 19 24%
SW5 4 4 5 2 20 — 15 25%
SW6 2 1 2 15 =5 67%
SW7 2 2 2 4 20 — 10 50%
SW8 1 2 3 15 > 6 60%

Total buffer size 165 — 95 42%

4.3.2 Network Frequency Selection

Basically, operating frequency can be selected as a minimum frequency that
meets the application performance requirements using bandwidth monitoring results
according to the frequency. Fig. 4.6(a) shows all GT traffic flows meet the

application's bandwidth requirements at minimum 40MHz. Also, I can know two
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traffic flows (HD — SRAM and LCDC — SRAM) are the most performance-critical

in this application because their bandwidth requirements are achieved at higher

network frequency.
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Fig. 4.6 Network Frequency Selection (a) w/o priority and (b) w/ priority

Each packet has a priority field in its header. When more than two packets are

destined to the same output port in a switch, i.e. an output conflict occurs, a packet

with higher priority gets a grant to the output port. Therefore, higher packet priority

can be assigned to the performance-critical flow for guaranteeing the application

performance requirements at lower frequency. In this application, I give a high

priority to two critical traffics. Fig. 4.6(b) shows that the performance requirements of

two traffic flows are met at 20MHz and 25MHz, respectively. The high priority flows

does not affect other GT traffic flows because there are no shared links among all

GT traffics (See Fig. 4.1). On the contrary, other BE traffic flows with lower priority

(TGl — TRI and TG2 — SRAM) get longer latency. As a result, the overall

average latency of all traffic flows increases by 9.3%.

From the results of the experiments, the minimum network frequency that meet
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the application requirements varies according to packet priority assignment allowing

the designer to make the performance-energy trade-offs.

4.3.3 Run-time Routing Path Modification

In NoCs, deterministic routing scheme such as source routing is widely used
[2] because it is cost-effective scheme for network and transport layer design. In
conventional source routing, a packet is transferred to a destination through a fixed
routing path while the target application is running. In this work, a packet routing
path is selected at run-time based on test packet latency. The routing path
modification scheme is applied to a traffic flow (TGl — TRI1) in the target system.
There are three candidate routing paths from TGl to TR1 as shown in Fig. 4.7.
Three test packets are generated periodically at source network interface and the
latencies of test packets are measured at destination network interface. As a result, a
routing path which has the smallest latency is selected at run-time and a routing table
at source network interface is updated. Fig. 4.8 shows a hardware implementation for
routing path modification. Candidate routing paths from a source node to a
destination node and the period of test packet generation can be programmed at

design time.

TG1 HD TG2
oI5 s2
i
RIsC | i SRAM LcDC
53 P2 55
P3i
3D-GP1 TR1 TRZ
19
86 === Iﬂl 58
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Fig. 4.7 Candidate routing paths from TG1 to TRI

Fig. 4.9 shows dynamic reconfiguration of a selected routing path at a period of
500 clock cycle. The probability of selecting routing path P1 increases abruptly
according to time-varying traffic pattern (HD — SRAM). Fig 4.10 shows that 28%
average latency reduction is obtained compared to a fixed source routing and its
variation is also diminished significantly. As a result, the run-time routing path
modification scheme reduces average latency and its variation of BE traffic affected

by the GT traffic.

Laten.cy I‘v
1 lPeriod Comparison :’
R_I(_):gilr;g —’l Controller m
0
| tpen_g Controller
s [ FIF
Packet Ry W _HD @ |:=/F
DePck
MNI SNI Modified Monitor UnitJ

Fig. 4.8 Hardware implementation for routing path modification

w

Selected
routing path
N

—_—

0 10000 20000 30000 40000 50000
(Period = 500cycle) Time (cycle)

Fig. 4.9 Dynamic reconfiguration of a routing path
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The experimental target system is somewhat straightforward and has only nine
IPs. However, in more complex systems where it is very difficult to estimate the
on-chip traffic patterns between IPs, the proposed monitoring system will be more

effective to achieve highly-optimized application-specific NoC.

28% latency

40; reduction 50%
I reduction
__ 35} 38.6 ﬂ - o 30 — (
< 30 ' 33.4 é 25k P
> ——
o g 20 21. 20.
g > 15
c L >
(] 15 o
© S 10
< 10- ]
- ®
5r a 5
0 : : : ‘ 0 . . , )
P1 P2 P3  Proposed P1 P2 P3 Proposed
Routing path Routing path

Fig. 4.10 Latency comparison from TGl to TR1

4.4 Diagnosis and Refinement in Star topology

Recently, there was a report that star topology is more appropriate in on-chip
situation if the number of PUs is limited to a few tens because there is no shared
link in the star topology [2]. As a second case study, the same portable multimedia
system is analyzed and refined in a star topology as shown in Fig. 4.11.

Fig. 4.12 shows the monitoring results of a traffic flow from the HD to the
SRAM. The flow shows the largest average latency and largest backlog in the
system. Compared to the mesh, 50% lower average latency and 60% lower

latency-variance are observed in the star topology.
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Fig. 4.11 Portable Multimedia System in Star topology
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Fig. 4.12 Monitoring Results in Star topology
Buffer size assignment is carried out with the same policy described in chapter

4.3.1. As a result, total buffer size is reduced by 22% (from 32 to 25) while the

system maintains the performance.
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CHAPTER 5

FPGA Board Implementation

5.1 Overall System
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ARM : k Interface ﬁpp
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(AMBA Interface)

Monitoring System) | ( 5 ) :
i ] : (| & l&—i|3D Graphics|:
i E t | t| Processor |:
R : 3 i il 2 )i :

FPGA 1 [ Wrapperj [ Wrapper } Chvoreos  TUTUPIO :
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Fig. 5.1 Overall system block diagram
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B el 50 5cone

Fig. 5.2 Implemented NoC-based System on a FPGA board

Fig. 5.1 and Fig. 5.2 shows the overall system implemented on three Altera
Stratix EP1S60 series FPGAs. The RISC and the 3D-GP are integrated on the left
and right FPGA, respectively. The central FPGA integrates the total NoC with the
proposed traffic monitoring system and other IPs such as the UART, the LCD
controller, the H.264 traffic generator and the user interface logic. All implemented
modules are designed in RTL level and 6 different clocks are used for the globally
asynchronous locally synchronous (GALS) operation. Displayed 3D scenes on a LCD
screen show that 3D graphics applications are successfully demonstrated on the NoC
evaluation board, which shows feasibility of NoC in the implementation of a real system.

Table. 5.1 Specification of implemented system
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Implemented IP

Features & Spec.

BONE

Maximum 51MHz with 3x3 mesh topology
Maximum 46MHz with star topology (4x4 switch)
Aggregated B/W : 1.36Gbps @ 20MHz

LCD Controller

Operate as DMA device
30fps @ 5SMHz operation frequency

Memory Controller

Integrate 8MB SRAM @ 12MHz
8MB Flash memory @ 1MHz

Wrappers

Interface convert for RISC CPU (AMBA AHB), 3D
GP, and UART (AMBA APB)

Table 5.1 shows the detailed specification of the implemented system. The

network clock frequency is reported as maximum 58MHz on 4x2 mesh topology and

46MHz on star topology according to the FPGA compilation results. LCD controller

operates 30frame/s at SMHz. SMB SRAM and 8MB flash memory operate at 12MHz

and 1MHz, respectively. Various wrappers between IPs and network are designed for

RISC CPU with AMBA AHB interface, 3D graphics processor, and UART with

AMBA APB interface.

Table 5.2 shows the total logic element usage of the NoC core and monitoring

modules. The proposed monitor system occupies a very little portion of the overall

system, therefore, instantiation of a number of monitoring units for a larger NoC does

not incur a problem.

Table. 5.2 Logic Elements Usage on FPGAs

Topology Mesh
Star (LEs)
Module (LEs)
NoC Core (NoC) 45,506 20,089
Monitoring Modules (Mon) 2076 1126

_43_



Logic overhead (Mon/NoC)

4.6%

5.6%
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CHAPTER 6

Conclusion

6.1 Conclusion

In this work, a NoC traffic monitoring system is proposed to probe the
run-time internal traffic of the NoC cores for accurate performance evaluation and
in-depth-refinement of application-specific NoCs. It provides dynamic network status
such as a backlog, output conflict on a switch and an end-to-end communication
latency for each packet flow. A portable multimedia system is implemented on
FPGAs to demonstrate the effectiveness of the traffic monitoring system. Based on
the monitoring diagnosis, the target system is refined in three ways; buffer size
assignment, network frequency selection, and run-time routing path modification. As a
result, buffering cost and latency reduction is obtained up to 42% and 28%,

respectively in a mesh topology.
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