In polar co-ordinates, and after some simple manipulation, eqn. 5 can be written as

\[
\frac{\cos^2(\phi)}{a^2} + \frac{\sin^2(\phi)}{b^2} = 1
\]

The above equation is, as expected, a quadratic polynomial, since for each angle \( \phi \) (within the range \( 0 < \phi < \phi_{\text{max}} \)) there are two radii, \( r_1 = \langle OD \rangle \) and \( r_2 = \langle OC \rangle \). Solving eqn. 6 with respect to \( r \):

\[
r_{1,2} = \frac{b^2 \cos^2(\phi) \pm \sqrt{b^4 \cos^4(\phi) - 4b^2 \cos^2(\phi) + 4}}{2b^2 \cos^2(\phi) + 4} - 1
\]

(7)

In the numerator of eqn. 7, the minus sign corresponds to \( r_1(\phi) \) and the plus to \( r_2(\phi) \). An area bounded by a function \( r_1(\phi) \) and \( r_2(\phi) \) in polar co-ordinates is given by

\[
A(\phi) = \int_0^{2\pi} \left[ r_2^2(\phi) - r_1^2(\phi) \right] d\phi
\]

(8)

Inserting eqn. 7 into eqn. 8 and the result into eqn. 4, the CDF of the AoA is given by the following integral:

\[
F_{a}(\phi) = \int_0^\phi \frac{b^2 \cos^2(\xi) + 2b^2 \cos^2(\xi) - 4b^2 \cos^2(\xi) + 4}{b^2 \cos^2(\xi) + 4} d\xi
\]

(9)

From eqn. 9, and with \( F = a/d \) and \( E = b/a \), the PDF of \( \phi \) can be calculated as

\[
f_{\phi}(\phi) = \begin{cases} 
\frac{1}{\Omega} \cos^2(\phi) & \text{for } -\phi_{\text{max}} < \phi < \phi_{\text{max}} \\
0 & \text{elsewhere}
\end{cases}
\]

(10)

where \( \Omega \) can be calculated from \( \frac{\int_{-\phi_{\text{max}}}^{\phi_{\text{max}}} f_\phi(\phi) d\phi = 1}{(1/2b^2 d^2/\langle a/n \rangle)} \). Since the PDF of the AoA is an even function, it has been extended in eqn. 10 to the whole angular range by simply dividing the constant \( 1/\Omega \) by 2.

![Fig. 3 PDF examples of AoA for circular and elliptical (E = 0.5 and E = 0.7) cases with F = 0.5](image)

In the case of a circle, eqn. 10 reduces to the following equation:

\[
f_{\phi}(\phi) = \begin{cases} 
\frac{1}{\Omega} & \text{for } -\phi_{\text{max}} < \phi < \phi_{\text{max}} \\
0 & \text{elsewhere}
\end{cases}
\]

(11)

Fig. 3 shows examples for the PDF of the angle of arrival when a circular scattering cluster (\( F = 0.5 \)) and elliptical clusters (\( E = 0.7, \ E = 0.5 \)), are considered.
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**Boosted charge preamplifier for low power Gbit-scale DRAM**

Jong-Shik Kim, Hoi-Jun Yoo and Kwang-Seok Seo

A new charge transfer preamplifier scheme is developed for low power and high density DRAMs. It employs a boosting method with a MOSFET capacitor for a high voltage precharge level and a pulse control signal for a charge transfer switch. The new scheme increases the sensing margin and enhances the sensing speed under 1.5V operation with a small area overhead. It also leads to a wider design window for a charge transfer switch as the supply voltage scales down.

**Introduction:** The power supply voltage for Gbit-scale DRAMS is being scaled down to < 1.5V [1]. To maintain the circuit speed even at low supply voltage, new circuit architectures for high-speed operation, especially in bit-line sensing, have to be developed [2]. A charge transfer preamplifier (CTP) scheme has been proposed to improve bit line sensing [3, 4]. It can increase the sensing margin and the sensing speed, by utilizing the charge transfer from a small sense amplifier (SA) capacitor to a large bit line (BL) capacitor. For successful sensing operation, a CTP must satisfy two requirements: dual precharge voltage levels and tight control of the charge transfer. The former is used to deliver the charge from the SA-capacitor to BL-capacitor, and the latter to maintain the difference between the SA voltage level and BL voltage level after the charge transfer. These prerequisites cause inherent problems in the CTP scheme such as large SA area overhead, large cell array current and difficulty in the control of the charge transfer switch, which may hinder its application to the high density DRAMS.

In this Letter, we propose the boosted charge transfer preamplifier (BCTP) scheme that has small SA area overhead, small cell array current, and greater freedom in the control of charge transfer. These features are achieved by employing a boosting method with a MOSFET capacitor and a pulse control signal for the charge transfer switch. The SPICE simulation results prove that the BCTP scheme has a greater sensing margin and higher sensing speed than does the CTP scheme.
Operation: Fig. 1a shows the circuit schematic diagrams of the BCTP scheme and its control signal waveforms. The circuit structure is similar to that of the cross-coupled SA architecture, but for a boosting MOSFET capacitor in the SA array. The proposed scheme has three new features. The first is the employment of a voltage boosting method with a single precharge circuit to reduce the area overhead of dual precharge circuits. To obtain dual precharge levels, the SA array is precharged to a voltage equal to that of the BL, array, and then boosted via a boosting capacitor. With this method, the BCTP can remove the additional cell array current required in the conventional dual precharge scheme. Secondly, a MOSFET capacitor (CBL) is used as a boosting capacitor. mm increase in ΔV_{SL}. The sense amplifier senses ΔV_{SL} when the Qs are turned off. Sensing speed is increased because BL is isolated from SA. The restoring operation starts by turning on the Qs again with the activating pull-up sense amplifier (p-SA).

The sensing margin at the SA-node can be expressed as eqn. 1

\[ \Delta V_{SA} = (I_{SA} - I_{SLA}) \times \tau \times 1/C_{SA} \]  

where \( \tau \) is the pulsewidth of the PSG, and \( I_{SA} \) and \( I_{SLA} \) are the current through Q and \( Q \), respectively. For the maximum \( \Delta V_{SA} \), a large value of \( I_{SA} - I_{SLA} \) and small \( C_{SA} \) are needed. To satisfy these requirements, \( V_{SLA} \) during the sensing period should be between \( V_{CC} - V_{T} \) and \( V_{CC} + V_{T} \). The upper limit, \( V_{CC} + V_{T} \), represents the condition in which the MOSFET capacitor is in the depletion mode. When \( V_{SLA} \leq V_{CC} + V_{T} \), \( C_{SL} \) has a small depletion capacitance resulting in large \( \Delta V_{SA} \). The lower limit, \( V_{CC} - V_{T} \), represents the condition in which the Qs operate in saturation. When \( V_{SLA} \geq V_{CC} - V_{T} \), the Qs can drive more current because of their operation in the saturation mode, increasing \( I_{SA} - I_{SLA} \) or \( \Delta V_{SLA} \). With the aforementioned condition for \( \Delta V_{SLA} \) and an assumption that Qs are in the saturation mode, the optimum design window for the Qs can be expressed as

\[ \frac{V_{CC} - V_{T}}{(V_{CC}/2 - V_{T} + \Delta V_{BL})^2} \leq \delta \leq \frac{V_{CC} + V_{T}}{(V_{CC}/2 - V_{T} + \Delta V_{BL})^2} \]

where \( \delta \) is a new design parameter which has the three design factors of the channel length (L) and width (W) of Q and \( \tau \), expressed as \( \mu_{SLW}L^*W^* \). As \( V_{CC} \) is lowered, the design window for \( \delta \) is increased, due to the non-scaling term \( V_{T} \). This feature is opposite to that of the CTP scheme, in which the design window of the DC control voltage decreases as \( V_{CC} \) decreases. More design parameters and an increasing design window for the Qs during \( V_{CC} \) make the BCTP more suitable for low power DRAMs.

Fig. 1: Schematic diagrams of boosted charge transfer preamplifier architecture

a) Circuits
b) Voltage waveforms

Owing to the nonlinear C-V characteristics of the MOSFET capacitor, \( C_{SL} \) has a large capacitance during the precharge period and becomes smaller after the charge transfer action. Large \( C_{SL} \), during the precharge period leads to a large stored charge, and small \( C_{SL} \), during the sensing period lead to an increase in the sensing margin. The third is to use a pulse control signal in order to make control of the charge transfer easier. The BCTP scheme has three design parameters for charge transfer: channel length, the channel width of the MOSFET as the charge transfer switch (Q) and the pulse time width of the control signal for the Qs, where the only parameter in the CTP scheme is the DC voltage level.

Initially, both the BL and SA array are precharged to half \( V_{CC} \) level by turning on the Qs. At this precharge step, \( C_{SL} \) has a large inversion capacitance. After the Qs are turned off, the boosting signal (BST) rises from ground to \( V_{CC} \) to raise the SA-node voltages \( V_{SLA} \) and \( V_{SA} \) up to \( 1.5 \times V_{CC} \). The charge shared signal (\( \Delta V_{SA} \)) is developed at BL and BL when a selected word line (WL) connects a cell to BL. The charge transfer process then begins. The control signal for the Qs (PSG) activates and maintains its level for time \( \tau \), to transfer the charge stored in \( C_{SL} \) to the bit-line capacitor (\( C_{BL} \)). The transferred amount of charge can be controlled with the channel length, the width of Qs and the \( \tau \) of PSG. As the charge is transferred, \( V_{SLA} \) and \( V_{SA} \) decrease and a large voltage difference (\( \Delta V_{SA} \)) is produced between SA and \( BL \) on the output. Since the voltage difference between the gate and the junction of \( C_{BL} \) becomes reduced during the charge transfer, \( C_{BL} \) develops a small depletion capacitance, leading to an increase in \( \Delta V_{SL} \). The sense amplifier senses \( \Delta V_{SL} \) when the Qs are turned off. Sensing speed is increased because BL is isolated from SA. The restoring operation starts by turning on the Qs again with the activating pull-up sense amplifier (p-SA).

The sensing margin at the SA-node can be expressed as eqn. 1

\[ \Delta V_{SA} = (I_{SA} - I_{SLA}) \times \tau \times 1/C_{SA} \]  

where \( \tau \) is the pulsewidth of the PSN, and \( I_{SA} \) and \( I_{SLA} \) are the current through Q and \( Q \), respectively. For the maximum \( \Delta V_{SA} \), a large value of \( I_{SA} - I_{SLA} \) and small \( C_{SA} \) are needed. To satisfy these requirements, \( V_{SLA} \) during the sensing period should be between \( V_{CC} - V_{T} \) and \( V_{CC} + V_{T} \). The upper limit, \( V_{CC} + V_{T} \), represents the condition in which the MOSFET capacitor is in the depletion mode. When \( V_{SLA} \leq V_{CC} + V_{T} \), \( C_{SL} \) has a small depletion capacitance resulting in large \( \Delta V_{SA} \). The lower limit, \( V_{CC} - V_{T} \), represents the condition in which the Qs operate in saturation. When \( V_{SLA} \geq V_{CC} - V_{T} \), the Qs can drive more current because of their operation in the saturation mode, increasing \( I_{SA} - I_{SLA} \) or \( \Delta V_{SLA} \). With the aforementioned condition for \( \Delta V_{SLA} \) and an assumption that Qs are in the saturation mode, the optimum design window for the Qs can be expressed as

\[ \frac{V_{CC} - V_{T}}{(V_{CC}/2 - V_{T} + \Delta V_{BL})^2} \leq \delta \leq \frac{V_{CC} + V_{T}}{(V_{CC}/2 - V_{T} + \Delta V_{BL})^2} \]

where \( \delta \) is a new design parameter which has the three design factors of the channel length (L) and width (W) of Q and \( \tau \), expressed as \( \mu_{SLW}L^*W^* \). As \( V_{CC} \) is lowered, the design window for \( \delta \) is increased, due to the non-scaling term \( V_{T} \). This feature is opposite to that of the CTP scheme, in which the design window of the DC control voltage decreases as \( V_{CC} \) decreases. More design parameters and an increasing design window for the Qs during \( V_{CC} \) make the BCTP more suitable for low power DRAMs.

Fig. 2: Simulated voltage waveforms for proposed BCTP and for typical CTP

a) Proposed BCTP
b) Typical CTP

Simulation results: The voltage waveforms of \( V_{SL} \) and \( V_{SA} \) in the proposed BCTP scheme have been assessed via SPICE simulation with the model parameters of 0.25\mu m DRAM technology. The power supply voltage was 1.5V, and the threshold voltage \( V_{T} \) were 0.38V for an nMOSFET and -0.55V for a pMOSFET, respectively. Cell capacitance \( C_{SL} \) was 30fF and the ratio of bit line capacitance to cell capacitance \( C_{SL}/C_{SL} \) was 15. \( C_{BL} \) was 30fF in the inversion mode, and 8fF in the depletion mode. The channel length and the channel width of the Qs, and pulse time of the PSG were determined for maximum sensing margin, given by eqn. 1. For comparison, the simulation was carried out with a typical CTP architecture that uses two precharge circuits for dual pre-
charge levels and DC voltage level as a control signal for the charge transfer. The precharge voltage for the SA-array was 2.2V, and DC voltage level for Q 1.4V. The other circuit parameters were equal to those of a BCTP circuit.

Fig. 2 shows the simulated voltage waveforms of \( V_{in} \) and \( V_{ac} \) in the BCTP architecture. Since \( C_{ac}/C_{in} \) was assumed to be large, \( \Delta V_{ac} \) has a small value of 43mV. After the charge transfer, the large \( \Delta V_{ac} \) of 292mV was induced, which is 7 times larger than \( \Delta V_{ac} \). The CTP scheme also generated a large \( \Delta V_{ac} \) of 196mV, a value which, however, is only 67% of that of the BCTP scheme. During the charge transfer, the \( V_{in} \) of the BCTP made a more rapid transition. This is because \( C_{in} \) has a small depletion capacitance when \( V_{in} \) goes down below \( V_{cc} + V_T \). The sensing time, defined as the time required for \( \Delta V_{ac} \) to become 80% of \( V_{ac} \), is also reduced by 0.5ns in the BCTP, compared with that in the CTP scheme.

Conclusion: The BCTP scheme has been developed to obtain a large sensing margin with small area overhead. It improves the sensing margin by 150% and reduces the sensing time by 0.5ns compared to the conventional CTP scheme under 1.5V operation. No additional current flows and its design margin for the charge transfer switch becomes wider as the supply voltage is scaled down. With these features, the BCTP scheme is found to be promising sensing scheme for low power, Gbit-scale DRAMS.
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Enhanced electrostatic force generation capability of angled comb finger design used in electrostatic comb-drive actuators

**M.A. Rosa, S. Dimitrijevic and H.B. Harrison**

A new comb finger design which enhances the operational performance of the commonly used electrostatic comb-drive actuator is presented. The angled comb finger design is discussed and shown experimentally to produce a greater actuating force than conventional rectangular comb fingers. Displacements up to twice as large as that achieved using rectangular comb fingers are shown for the same applied voltage.

**Introduction:** In microelectromechanical systems (MEMS) research, the most widely used micro-actuator is the electrostatic comb-drive actuator [1]. Based on the use of electrostatic force, applications of the comb-drive actuator have included polysilicon microgrippers [2], scanning probe devices [3], force-balanced accelerometers [4] and an actuation mechanism for rotating devices such as micro gear arrays [5]. Hence, the electrostatic comb-drive has been established as a fundamental building block in a wide variety of devices where mechanical actuation is required. As such, any incremental improvement in device efficiency would be highly significant.

To date, electrostatic comb-drive actuators have been designed with rectangular or Manhattan geometry type comb fingers. However, recent theoretical results have shown that a shaped comb finger design can greatly improve the operation of comb-drive microactuators [6]. Specifically, it has been found that the nonlinear electrostatic actuating force generated by a shaped (non-rectangular) comb finger would serve to cancel the opposing nonlinear restoring spring force of the comb-driver's support beams, thereby greatly increasing the operational range of the device [6].

In this Letter, we describe an angled comb finger design and demonstrate how an increased displacement over that of a rectangular comb finger design can be achieved for a given applied voltage. In fact, the results presented here complement the benefits of a shaped comb finger design which has been reported recently [6], therefore strongly indicating that a departure from the ‘rectangular’ design approach can lead to practical benefits.

**Angled comb finger design:** The actuating force generated via an angled comb finger design (Fig. 1b) can exceed that of a device using a rectangular design (Fig. 1a), since its output force increases parabolically with a diminishing comb finger gap. Despite a parabolic increase in actuating force, collision between opposing comb fingers is avoided due to the larger opposing force imposed by the support beam's spring constant, limiting the maximum achievable displacement. Eqn. 1 illustrates a relationship between comb finger angle \( \theta \), allowable clearance (maximum displacement) and comb finger gap width, such that a compromise based on these parameters and the intended application needs to be made before device design can take place.

\[
\sin \theta = \frac{gap \text{ width}}{clearance}
\]

For example, a decrease in comb finger gap would increase the actuating force; however, the available clearance would decrease, reducing the maximum achievable device displacement unless the comb finger angle was also reduced. Therefore, the device designer could select the largest angle for a specified clearance and gap width, so as to maximise the actuating force.

To verify the benefits of the angled comb finger design, two comparable comb-drive actuators based on the rectangular and angled design approach, respectively, were designed, fabricated and tested. The comb-drive shown in Fig. 1b has a comb finger angle of \( -8^\circ \) and, as with the device shown in Fig. 1a, a clearance, gap width and comb finger overlap of 35, 5 and 15\( \mu \)m, respectively. All test devices were fabricated using (100) BESOI wafers with device layer and BOX layer thicknesses of 4.5 and 2\( \mu \)m, respectively, and processed using standard micromachining techniques [7, 8].

For an equitable comparison to be made, all comparable device dimensions are identical for both of the devices shown in Fig. 1. Aside from those already mentioned, these include a centre mass length of 98\( \mu \)m and a support beam length and width of 1000\( \mu \)m and 2.5\( \mu \)m, respectively. Since the cell length of the rectangular and angled comb fingers is 18 and 22\( \mu \)m, respectively, the comb-drive shown in Fig. 1a has six comb finger cells, while that of Fig. 1b