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Abstract—A 195 mW, 9.1 Mvertices/s fully programmable 3-D graphics processor is designed and implemented for mobile devices. The mobile unified shader provides programmable per-vertex operations and per-pixel operations in a single hardware and thus, it achieves 35% area and 28% power reduction compared with previous architecture. The pixel-vertex multi-threading enhances the 3-D graphics performance by enabling to compute the per-vertex operations and the per-pixel operations at the same time. By adopting the pixel-vertex multi-threading, 94% of the per-vertex operations are interleaved into the per-pixel operations and enhances 3-D graphics performance in real applications. The logarithmic lighting engine and specialized lighting instruction improve the vertex throughput including transform and OpenGL lighting up to 9.1 Mvertices/s, which is 2.5 times higher performance compared with previous works. The proposed 3-D graphics processor is implemented in 3.3 mm × 3.0 mm using 0.13 µm CMOS process and it was successfully demonstrated on the system evaluation board.
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I. INTRODUCTION

Until now, the handheld communication terminals such as cell-phones have been developed at a rapid speed and recently, they are evolving into ubiquitous computing devices. At the beginning, the mobile devices were simple telecommunication devices. They only could send short text messages or make calls. But nowadays, they become complex mobile computing devices. Users always carry the mobile devices for not only personal communication but also personal information managements, mobile internet accesses, and even mobile multimedia applications. To support those mobile applications, computational horse power of the embedded RISC processor has been increased and more multimedia functions are embedded into the mobile devices [2]. Almost mobile devices can perform digital camera and real-time audio/video playback and even digital multimedia broadcasting (DMB) and real-time 3-D graphics are embedded for mobile entertainments. In mobile devices, the real-time 3-D graphics has been used for simple applications such as user interfaces, 3-D avatars, and games which use simple interpolation and texturing [4], [6], [7]. But, recently, wireless 3-D games and 3-D navigation are incorporated with mobile devices and those applications require more realistic 3-D effects. Therefore, the mobile 3-D graphics pipeline is moving rapidly from fixed pipeline to programmable pipeline.

In PC or console devices, a few tens of vertex shaders and pixel shaders are used for programmable vertex shading and pixel shading, and they generate realistic 3-D graphics effects in real time [9]. And recently, PC and console devices use massively parallel SIMD processor cores called unified shaders [10] instead of the vertex shaders and pixel shaders. Although those PC graphics architectures—dedicated vertex/pixel shaders and unified shaders, provide high performance fully programmable 3-D graphics pipeline, they consume large silicon area and huge power consumption due to their SIMD datapaths and SIMD register files. Since the mobile device has limited physical area and power source, it is hard to use those PC graphics architectures directly for mobile devices. For mobile devices, there have been...
many publications on mobile 3-D graphics processor [3]–[7]. They reported from the low-power rendering engine up to the low-power vertex shaders. They did not provide the fully programmable 3-D graphics for mobile devices. Recently, a fully programmable 3-D graphics processor for mobile devices was announced [12]. It employs the unified shader like SIMD processor called universal scalable shader engine (USSE) for fully programmable 3-D graphics and it reported quite high graphics performance. But, since it also uses multiple SIMD processors like PC or console devices, it consumes no small area.

In this work [1], a low-power fully programmable 3-D graphics processor is presented for mobile devices. To achieve fully programmable 3-D graphics pipeline with low power and small area, the unified shader architecture [10] is employed and modified suitable for mobile environments. In contrast with previous architectures which use multiple unified shaders, single unified shader performs the fully programmable 3-D graphics pipeline. To utilize the single unified shader efficiently, the pixel-vertex multi-threading is adopted and logarithmic lighting engine is adopted to enhance the peak vertex throughput. The rest of this paper is organized as follows. Section II describes the architecture of the 3-D graphics processor and the details of mobile unified shader are presented in Section III. Section IV explains the implementation results and the last section concludes this paper.

II. 3-D GRAPHICS PROCESSOR

The proposed 3-D graphics processor consists of mobile unified shader, matrix/quaternion vector generator, vector generator, fragment generator, pixel generator, and graphics caches as shown in Fig. 1. Since the mobile unified shader uses floating-point matrices, which take thousands of cycles to generate on embedded RISC processor [3], [4], that cycle overhead limits the 3-D graphics performance. To accelerate matrix operations, the matrix/quaternion vector generator which consists of six floating-point multipliers, six floating-point adders, a floating-point divider, a floating-point square-root block and a floating-point trigonometric function block, is employed. It performs floating-point matrix operations—addition, multiplication, inversion, transposition, rotation, deterministic, and so on. All those matrix computation is controlled by the host RISC processor using the dedicated matrix generator instructions. By using the matrix generator, the workload of 3-D graphics pipeline is well distributed to the RISC processor and 3-D graphics processor.

A. Bandwidth Reduction

The proposed 3-D graphics processor is located in a mobile multimedia SoC [2] as an IP. Therefore, the 3-D graphics processor also shares the bus bandwidth with the other components such as video engine and the whole system performance is dependent not only on the performance of the 3-D graphics processor but also on the communication cycles for transferring the graphics data between external memory and the graphics hardware. Fig. 2 shows the data transfer flow of the implemented graphics processor. The input primitive vertex data is

Fig. 2. Data transfer flow.
transferred to the mobile unified shader through slave AMBA bus interface and the vertex data is computed to final pixel data in the graphics processor. During the computation, the 3-D graphics processor fetches required data such as primitive vertex attributes, depth, color, and texture data through AMBA bus and it consumes 696 MB/s bus bandwidth—216 MB/s for vertex attributes and 480 MB/s for rendering data. However, the AMBA bus which has 400 MB/s capacity can allow less than 120 MB/s for 3-D graphics processor and this bandwidth mismatch causes graphics performance degradation.

The cache system efficiently reduces the required bus bandwidth of the 3-D graphics processor because the graphics data has high data-locality. Since the vertex data is frequently reused due to the triangle strip and fan arrangement, the vertex cache...
Fig. 5. Mobile unified shader.

[6] is employed. By employing the pre/post vertex cache with vertex strip/fan arrangement, data transaction for primitive vertex attributes is reduced by 88% and it consumes less than 25.2 MB/s. The rendering data transaction is reduced by data compression and caches. Since the depth and color data has 2-D screen coordinate, the conventional 1-D tag compare increases the conflict miss in depth and color caches. Therefore, the depth and color cache employs 2-D direct mapped cache [3] and it shows up to 98% hit ratio in real 3-D applications. For texture data, texture cache and 4:1 texture compression [11] is adopted. With those techniques the rendering data transaction is reduced to 91.2 MB/s as shown in Fig. 3. As a result, the 3-D graphics processor consumes less than 120 MB/s and it provides its peak-performance in the mobile multimedia SoC.

B. Pixel-Vertex Multi-Threading

Fig. 4(a) shows a data flow diagram of the programmable 3-D graphics operation. In the programmable 3-D graphics pipeline, the input vertex is computed using user-defined per-vertex program. After that the vector generator and fragment generator perform clipping and rasterization to generate interpolated pixels (fragments), and the fragments are modified using per-pixel program and blending operations converted the intermediate pixel data to final pixel data. In contrast with the conventional graphics processor, the proposed 3-D graphics has only one processing unit, the mobile unified shader. Therefore, the graphics data traverse the mobile unified shader twice in a single graphics pipeline as shown in Fig. 4(a) and thus, the 3-D graphics performance is highly related to utilization of the mobile unified shader. To utilize the mobile unified shader effectively, the pixel-vertex multi-threading (PVMT) is employed. Basically, the PVMT uses wasted cycles of the programmable 3-D graphics pipeline. In general, the texture mapping is widely used for per-pixel operations because it can easily replace attributions of the fragments such as color data or normal vector data. However, the texture cache miss wastes a few tens of cycles, halting the 3-D graphics pipeline. The PVMT improves the 3-D graphics performance by utilizing the datapaths in parallel during the texture cache miss. Since the texture engine performs texture fetching and filtering independent with SIMD datapath and SFU, those datapaths are idle during the texture operations. Therefore, the PVMT enables SIMD datapath and SFU to compute per-vertex operations during the texture cache miss as shown in Fig. 4(b). When the texture cache miss occurs during per-pixel operations and vertex buffer contains vertices to be computed, PVMT issues next vertices and SIMD datapath and SFU perform per-vertex operations. If the texture cache filling is finished during the per-vertex operations, the mobile unified shader moves back to per-pixel operation and finalizes the remaining pixel operations. Otherwise, the PVMT issues next vertices and performs per-vertex operations continuously.

Since the PVMT utilize the wasted cycle by the texture cache miss, the contents characteristics such as texture cache miss rate
or vertex/pixel ratio highly affect the effect of the PVMT. In our environment, the texture cache miss occurs with about 10% probability in average and a texture cache miss consumes 100 cycles in average—as short as 64 cycles, or 148 cycles at the most. Since the simple per-vertex operation including transform and lighting consumes about 20 cycles, the 3-D graphics processor with PVMT can compute more than three vertices during the texture cache miss if the vertex buffer is enough. While the effect of the PVMT varies from the vertex/pixel ratio and the number of vertex buffer entries, the PVMT reduces the cycles of the vertex operation as short as 60%, or 94% at the most. When the output vertex queue has 5 entries and a polygon consists of average 12 pixels, the 94% of vertex operations are interleaved into pixel operations. By employing PVMT with 5 entries vertex buffer, 94% of the vertex operations are interleaved into the pixel operations with only 6% performance degradation and the single mobile unified shader can compute both per-vertex operations and per-pixel operations in a single hardware.

### III. MOBILE UNIFIED SHADER

#### A. Internal Architecture

The mobile unified shader is a single-instruction-multiple-data (SIMD) processor for both per-vertex operations and per-pixel operations. It consists of 128 bit, 4 × 32 bit SIMD datapath, special functional unit, texture engine, low-power lighting engine, register files, and control logic as shown in Fig. 5. The mobile unified shader has eight-stage single-issue pipeline as illustrated in Fig. 6. The fetch stage transfers one of the shader instructions from the code memory to the control unit. For programmable shading, operand of the embedded SRAM constant register and the SIMD register files are accessed at the same time in the decode stage. The SRAM address is generated in early stage of the pipeline, the issue stage. In the execute stage, there are four separated pipelines—SIMD arithmetic-and-logic (ALU) pipeline, SIMD multiply (MUL) pipeline, SFU pipeline and LIT pipeline. Since the mobile unified shader handles both 32 bit fixed point number system and IEEE-754 floating point number system, pipelines are separated into floating-point and fixed-point number systems. By using 4-input 32 bit adder in SIMD MUL pipeline, the dot products (DOT) and multiply-and-accumulate (MAC) operations are achieved in 4 cycles latency. To save the system resources, we make the datapath simple and efficient without complex hardware blocks. All special arithmetic operations including LOG, EXP, RCP and RSQ are executed on the logarithmic number system that can compute those operations simply with low power consumption.

Since the texturing is widely used for various graphics effects, dedicated texture engine [4] is embedded in the mobile unified shader. During the texture mapping, bilinear MIPMAP filtering is performed to improve the pixel quality further. However, this filtering generates as many as 4 texture memory accesses to process one pixel and fetching 4 texels directly from texture memories may result in huge memory bandwidth and power consumption. Therefore, the texture engine employs address alignment logic (AAL) [4] to reduce texture memory access and 1:4 texture compression [11] to reduce quantity of the transferred data. The texture engine consists of address generation logic, four independent texture fetching unit, texture cache, texture filtering logic and texture decompression logic as shown in Fig. 5. It generates perspective correct texture address, fetches 4 texels at the same time, and performs texture filtering.

---

**Fig. 6.** Mobile unified shader pipeline architecture.
B. Low-Power Lighting Engine

The OpenGL lighting equation which includes an ambient light, a diffuse light and a specular light is described in (1):

$$\text{Color}_{\text{ORD}} = C_{\text{amb}} + \{(N' \cdot I_{\text{dir}}) \times C_{\text{diff}}\} + \{(N' \cdot I_{\text{diff}}) \times C_{\text{spec}}\}. \quad (1)$$

The lighting equation is the most complex computation during the vertex shading due to the power (POW) operation of specular lighting. To accelerate the lighting equation with low power consumption, the low-power lighting engine is employed. Since the POW operation can be simplified into simple multiplication in logarithmic number system as shown in (2), the lighting engine employs the logarithmic number system datapath [10] for low power consumption.

$$\text{Color}_{\text{LNS}} = C_{\text{amb}} + \{(N' \cdot I_{\text{dir}}) \times C_{\text{diff}}\} + 2\log_2(N' \cdot I_{\text{diff}} \times C_{\text{spec}} + \log_2 C_{\text{spec}}). \quad (2)$$

Fig. 7(a) shows the block diagram of the low-power lighting engine. It consists of ordinary number datapaths for ambient and diffuser lighting computation and logarithmic number datapaths to accelerate specular lighting computation.
In conventional architecture, the lighting equation is performed in sequential fashion as shown in Fig. 7(b). At first, the LIT instruction computes lighting coefficients. Then multiplications and additions are performed. During lighting computation, the data dependency wastes several cycles and it degrades graphics performance. To improve lighting computation, the specialized lighting instruction, TLT, is proposed. The TLT instruction combines the coefficient calculation and the multiplication of coefficients and materials together as shown in Fig. 7(b). It removes data dependency during lighting equation and it generates lit vertex in every two cycles with the lighting engine. By adopting logarithmic lighting engine with TLT instruction, the mobile unified shader calculates a lit-vertex in every two cycles and it achieves 9.1 Mvertices/s, which is 2.5 times higher performance compared with previous implementation [3].

C. Unified Shader Datapath

The SIMD datapath is responsible for vector and matrix arithmetic operations such as Addition (ADD), Multiplication (MUL) and Inner Product (DOT). Since, in mobile 3-D graphics API-OpenGL, per-vertex operations use IEEE-754 floating-point number system for wide dynamic range and per-pixel operations use fixed-point number system for high throughput, the conventional vertex shader has floating-point SIMD datapath and pixel shader has fixed-point SIMD datapath. To compute both operations in a single mobile unified shader, we employed the unified datapaths, adder and multiplier [Fig. 8], which computes IEEE-754 floating-point numbers and fixed-point numbers in a single hardware.

Since the fixed-point adder requires 32 bit addition and the floating-point adder requires 8 bit addition for exponent and 24 bit addition for mantissa, the 32 bit adder can be shared for both number systems. Therefore, the unified adder has configurable 32 bit adder, which consists of 24 bit adder, 8 bit adder and operand selectors (OPS) as shown in Fig. 8(a). The configurable 32 bit adder is set by operands selection and it computes floating-point addition with 2 cycle latency and 1 cycle throughput, and fixed-point in a single cycle. Since the OPSs are added into the critical path, the critical path delay of the unified adder is increased. For the 32 bit floating-point addition, the critical path delay is increased by 6%, from 8.22 ns to 8.75 ns and thus, the unified adder can operate up to 114 MHz.

The unified multiplier consists of common 32 bit × 24 bit multiplier, optional 32 bit × 8 bit multiplier, and 8 bit adder for floating-point exponent as shown in Fig. 8(b) because the floating-point multiplication includes 24 bit × 24 bit multiplication for mantissa and fixed-point multiplication includes 32 bit × 32 bit multiplication. The final 32 bit × 8 bit multiplier is conditionally enabled and the CPA chain selects the input between 24 bit result and 32 bit result. The unified multiplier calculates both floating-point MUL and fixed-point MUL with 2 cycle latency and 1 cycle throughput. As the same reason with unified adder, the critical path of the unified multiplier is also increased. For 32 bit × 32 bit fixed-point addition, the critical path delay is increased by 9%, from 7.42 ns to 8.14 ns and thus, the unified multiplier can operate up to 122 MHz.
By sharing the common functional blocks of floating-point datapath and fixed-point datapath, the unified SIMD datapath reduces silicon area by 47% and power consumption by 42% compared with implementation of floating-point datapath and fixed-point SIMD datapath separately.

D. Special Functional Unit

The special functional unit is dedicated to special functional scalar operations such as Logarithm (LOG), Exponent (EXP), Reciprocal (RCP), and Reciprocal-square-root (RSQ). Since those scalar operations are nonlinear functions, it is difficult to compute those operations in ordinary number system. However, those operations can be simplified into linear functions such as subtraction in logarithmic number system and thus, the special functional unit adopts logarithmic number system [10] for small area and low power consumption. Since the logarithmic datapath does not use large look-up tables and complex interpolation logic, the logarithmic special function unit reduces silicon area by 60% and power consumption by 48% compared with conventional floating-point special functional unit. Since the data should be converted twice, one for LOG conversion and the other for Anti-LOG conversion, the data conversion error is very important for accuracy. Therefore, the LOG and EXP (Anti-LOG) converters are designed with 16 piecewise-linear regions while previous work [10] has eight piecewise-linear regions. Therefore, the special functional unit computes those scalar operations with less than 0.3% error compared with IEEE-754 floating point and it is much lower than the error bound of the standard API-OpenGL|ES-2.0.

E. Micro-Level Power Management

For power management of the mobile unified shader, it implements instruction-level power management. To activate the 3-D
graphics processor, the ARM9 host processor must drive activation signal to 3-D graphics processor and the 3-D GPU controller drive enable signal to the unified shader only when the current shader instruction is valid. Using this enable signal, the clock signals of the SIMD register files can be gated off when the write operations of the register files are not required as shown in Fig. 9. The read operations of the register files are still possible in the clock-off state. Like the same way, the enable signal also reduces the power dissipation of SIMD arithmetic units by eliminating the unnecessary signal transition. Therefore, the power consumption of the mobile unified shader is controlled on an instruction level. In the mobile unified shader, since the SIMD register files and datapath consumes about 80% of power, about 85% activation ratio in full 3-D graphics pipeline achieves up to 12% power reduction of the mobile unified shader.

For power management of the pixel-operations, it implements pixel-level clock gating. The pixel operation includes fragment generator for triangle setup and rasterization, mobile unified shader for per-pixel operations, and pixel generator for blending operations. To reduce power consumption, the fragment generator allows clock gating, which uses depth-comparison results generated in early stage of rendering pipeline. If a new pixel to be drawn is already covered by the pixels near from the viewpoint, the remaining operations does not need to process further. To use this property, per-pixel operations of the mobile unified shader is killed and the clock signal of the pixel generator is gated-off to prevent unnecessary operations.
IV. IMPLEMENTATION

The developed 3-D graphics processor was fabricated in 0.13 μm seven-metal CMOS logic process and it was integrated into ARM-9 based mobile multimedia SoC [2]. The 3-D graphics engine contains 1.3 M logic gates and graphics cache in 3.3 mm × 3.0 mm. Fig. 10 shows the chip microphotograph and Table I summarizes chip features. By using this chip, various 3-D graphics algorithms can be processed with 9.1 Mvertices/s peak graphics performance. The real-time fully programmable 3-D graphics images are successfully demonstrated by the fabricated chip on the system evaluation board. In the demo system, the developed 3-D graphics processor draws the 3-D content which uses both the per-vertex operations such as transformation and lighting and the per-pixel operations such as environmental mapping, at the speed of 7.4 Mpxels/s.

The proposed mobile unified shader reduces silicon area of the 3-D graphics processor by 35% with the help of the unified datapath, logarithmic datapath, and unified register file. The logarithmic datapaths, low-power register file, and micro-level (instruction-level and pixel-level) clock gating reduces the power consumption by 28% and thus, the developed 3-D graphics processor consumes less than 195 mW in continuous drawing of fully programmable 3-D graphics applications at 100 MHz operating frequency and 1.2 V supply voltage.

Fig. 11 shows the 3-D graphics performance comparison with that of the previous implementations [3], [4], [6]. The 3-D graphics performance is measured including transformation and OpenGL lighting with one ambient light, one diffuse light, and one specular light. In contrast with previous works, the developed 3-D graphics engine provides the fully programmable 3-D graphics with low power consumption for mobile devices. With the help of TLT instruction and the logarithmic lighting engine, the 3-D graphics engine improves vertex fill rate by 2.5 times compared with the previous works and it achieves 2.1 times improvement in mobile graphics performance [4], which normalizes the 3-D graphics performance by power consumption compared with previous implementation, respectively.

V. CONCLUSION

A low-power fully programmable 3-D graphics engine is designed and implemented for mobile devices. The mobile unified shader provides fully programmable 3-D graphics pipeline with 35% area reduction and 28% power reduction. Logarithmic lighting engine and specialized lighting instruction improves 3-D graphics performance to 9.1 MVertices/s vertex fill rate, which is 2.5 times higher performance compared with previous works. The PVMT enhances the 3-D graphics performance by interleaving per-vertex operations into per-pixel operations. By adopting the PVMT, 94% of the vertex operations are interleaved into the pixel operations and both the per-vertex operations and per-pixel operations are efficiently computed in a single mobile unified shader. The proposed 3-D graphics processor is implemented within 3.3 mm × 3.0 mm in 0.13 μm CMOS logic process and it consumes less than 195 mW at 1.2 V supply voltage and 100 MHz operating frequency.
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